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Abstract

With the increasing loss of Holocaust witnesses,
it is becoming more and more important to pre-
serve their memories. Items of cultural her-
itage, including textual data such as diaries
or transcripts of video interviews, are abun-
dant. However, large amounts of this data are
not annotated, which poses a significant obsta-
cle for domain experts curating digitized infor-
mation regarding the Holocaust. A solution
for this problem is a natural language process-
ing model that links text segments to a rich
domain-specific ontology of subject terms to
automatically tag documents for further pro-
cessing. While we have not yet achieved a
comprehensive solution, we show that even a
simple model fine-tuned on a small dataset of
spoken narratives is a promising first step and
transfers its capabilities to written testimonies
reasonably well.

1 Introduction

In the last decades, great efforts have been made to
collect the memories of people who survived the
war, in particular those who were directly affected
by the Holocaust. One such example is the Visual
History Archive (VHA) by the USC Shoah Founda-
tion1 that comprises more than 55,000 video inter-
views indexed with ∼68,000 terms, about 12,000
(20%) of which are hierarchically ordered subjects.
A different source is the EHRI Online Editions2, a
growing collection of more than 500 digitized docu-
ments in at least 12 different languages. These texts
are annotated with named entities and document-
level subjects but lack segmentation and thus in-
dexing on a segment level.

In fact, the segmentation of such spoken nar-
ratives is not trivial: In contrast with structured
articles (Koshorek et al., 2018) or scripted video

1https://vha.usc.edu
2https://www.ehri-project.eu/

ehri-online-editions

essays (Retkowski and Waibel, 2024), there are
no hard boundaries between topics. Instead, they
are characterized by smooth transitions between
possibly overlapping topics. While this narrative
segmentation is a separate challenge not further
addressed in this work, it is important to outline
that a lack of proper segmentation and topically
discriminate text segments negatively affects how
well a language model can link these segments to
an ontology (Wagner et al., 2022).

The aforementioned VHA is pre-segmented into
segments of uniform length rather than by topics,
and many of these segments lack annotations. In
the following, we ignore this issue and use a small
subset of the VHA as training data to evaluate a sim-
ple text classification model without re-segmenting
the video transcripts. This serves as a first baseline
for a future goal: A segmentation and semantic tag-
ging pipeline for domain experts trained on large
amounts of Holocaust testimonies.

2 Related Work

While information extraction from historical docu-
ments has recently gained traction, most research
is focused on Named Entity Recognition (NER).
The HIPE-2022 shared task on identifying histor-
ical people, places, and other entities (Ehrmann
et al., 2022) produced Historical Multilingual
BERT (Schweter et al., 2022), a Transformer model
pre-trained on 19th century newspapers which has
been shown to outperform traditional word embed-
dings on multiple NER benchmark datasets in the
general historical domain. Dermentzi and Schei-
thauer (2024) fine-tuned XLM Roberta (Conneau
et al., 2019) on the EHRI Online Editions and
published the first Holocaust-specific NER model
for 9 languages which also predicts CAMP and
GHETTO labels in addition to standard labels.

Outside NER, the text-to-text Transformer T5
(Raffel et al., 2020) has been fine-tuned on a

https://vha.usc.edu
https://www.ehri-project.eu/ehri-online-editions
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synthetic question-answering dataset for conver-
sational speech and applied to machine-generated
transcripts of VHA videos (Lehečka et al., 2023;
Švec et al., 2024). An online demo is available.3

Recent advances in the unsupervised segmenta-
tion of manual transcripts of VHA videos are also
concerned with the topical classification of the re-
sulting segments. However, they reduce the set of
∼10,000 hierarchical subject terms to 29 flat topics
and solve a multi-class rather than a multi-label
classification problem, i.e., they only assign one
topic to each segment (Wagner et al., 2022).

Rather than ignoring this hierarchical structure,
multi-label classification models can use it explic-
itly and enforce logical constraints on the predic-
tions (Giunchiglia and Lukasiewicz, 2020). Re-
cent such state-of-the-art models specific to text
classification encode the hierarchy in graph convo-
lutional networks (Zhou et al., 2020; Chen et al.,
2021) or coding trees (Zhu et al., 2023) that use text
encoding as inputs, or use a constrained sequence-
to-sequence model to predict series of labels along
the hierarchy tree (Torba et al., 2024).

3 Dataset

At the time of writing, the full Visual History
Archive (VHA) counts 57,058 video testimonies
related to the Holocaust and 1,899 more interviews
related to other historical events such as the Ar-
menian Genocide. While approximately 10% of
these videos are accurately segmented and indexed
using a rich hierarchical domain-specific ontology,
the majority is segmented uniformly into 1-minute
long segments, and only one third of these uniform
segments are annotated. The VHA ontology con-
sists of 67,709 hierarchically ordered keywords,
about 20% of which are subject terms and the rest
being geographical entities.

We are mainly interested in four languages: En-
glish, German, Dutch, and Czech. These comprise
31,012 testimonies, i.e., little more than half of all
the Holocaust-related testimonies of the VHA. The
composition of this subset is described in Table 1.
Out of the full ontology of 67,709 unique keywords,
these four languages use 34,348 (50.73%). Approx-
imately half of these are subject terms, indicating
that most unused keywords are geographical loca-
tions while abstract subjects are used more consis-
tently across all languages. On average, the tes-
timonies are 163.38 minutes in length, i.e., they

3https://malach-aq.kky.zcu.cz

Language Testimonies Fraction
English 28,457 91.76%
Dutch 1,077 3.47%
German 917 2.96%
Czech 561 1.81%
Total 31,012 100.00%

Table 1: The composition of the Holocaust-related sub-
set of the Visual History Archive in four languages.

comprise 164 segments, about 55 of which are an-
notated with 84.69 ± 39.00 different keywords.

Although the ontology has a maximum depth
of 8, the majority of used keywords (57.42%) are
located on the fifth level of the hierarchy while
keywords are rare if they are too general or too
specific. This results in a significantly skewed dis-
tribution with an immense variance: Individual key-
words are used between 1 and 81,472 times across
all available testimonies, the arithmetic mean is
118.39 ± 1070.20, and the median count is only
4. This excludes higher-level keywords that are
never explicitly used. On average, the annotated
segments are indexed with 2.56 ± 1.91 keywords,
although there are some outliers with up to 31 an-
notations. The most common keywords and their
rapidly decreasing counts are summarized in Ta-
ble 2. It is not surprising that these are centered
on family while more specific keywords related
to individual experiences will follow later in the
ranking.

Keyword Count
extended family menbers 81,742
interviewee photographs (stills) 63,061
family life 43,757
loved ones’ fates 33,568
working life 31,304

Table 2: The five most used keywords and their counts
across all the Holocaust-related testimonies in English,
Dutch, German, and Czech in the VHA.

This is a lot of data: 27 TB of MP4 video in-
terviews, reduced to 4.6 GB of plain text using
domain-specific automatic speech recognition mod-
els (Lehečka et al., 2023), 2.1 GB of annotations,
and 56 MB for the keyword hierarchy with defini-
tions and synonyms.

However, while this will be extensively used for
a domain-specific semantic tagging model, most of
it was not yet available at the time of the experi-
ments described in Section 4. These experiments
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use a tiny set of manual transcriptions that were
used as training data for the mentioned ASR model.
This set is monolingual and covers merely 0.78%
of all English data. In total, it contains only 2,115
annotated 1-minute segments indexed with 1,063
different subject terms which is little training data
for this amount of labels.

4 Experiments

Four different Transformer models are first trained
and evaluated on annotated segments of the small
English VHA subset described in Section 3. The
models are trained on a multi-label classification
task using the flattened subject hierarchy as labels,
i.e., they do not make use of any structural informa-
tion and do not predict geographical entities which
are, in conjunction with people’s names, better han-
dled by named entity recognition models.

To mitigate the segmentation problem, the input
text is a window encompassing one previous and
one subsequent text segment in addition to the tar-
get segment. In case of a topical overlap, i.e., at
least one of the additional segments is annotated,
the sets of labels are merged. The training splits are
randomized using 20% of the data as the test set
and 20% of the remaining data as the development
set. The candidate models are the following:

1. BERT (Devlin et al., 2018)
Since the training dataset is English only,
the uncased version of BERT is used as an
English-focused baseline.

2. Multilingual BERT (mBERT)
Since four languages are targeted, the cased
version of mBERT is evaluated to compare
the performance of a multilingual variant on
English data with monolingual BERT.

3. Historical Multilingual BERT (hmBERT)
(Schweter et al., 2022)
hmBERT has been pre-trained on 19th century
Europeana4 newspapers (German, French,
Finnish, Swedish) and British Library5 books
published between 1510 and 1900.

4. LaBSE (Feng et al., 2022)
Language-agnostic BERT Sentence Embed-
ding is a multilingual sentence Transformer
(Reimers and Gurevych, 2019) and thus better
suited to encode the meanings of sentences.

4http://www.europeana-newspapers.eu
5https://labs.biblios.tech

Figure 1: Macro and weighted classification scores of
four different Transformer models. From left to right:
BERT, mBERT, hmBERT, LaBSE.

All of these models are fine-tuned for 100 epochs
using a linearly decreasing initial learning rate of
2e-5 and then rolled back to the checkpoint with the
best F1 score which is usually at around 98 epochs.
The model weights are optimized using Adam with-
out weight decay and binary cross-entropy loss for
multi-label classification, which can be interpreted
as training independent binary classifiers for all
1,063 present subject terms on top of the language
model weights. These labels are binarized, i.e.,
each annotation is represented by a sparse 1,063-
dimensional binary vector where a 1 signifies that
the input text is annotated with the corresponding
indexed keyword from the VHA ontology.

Results are shown in Figure 1. The macro-
averaged F1 scores do not take the number of sub-
ject term occurrences into account and are rather
low, which was expected considering the little
training data (2,115 segments) compared with the
number of predicted labels (1,063). However, the
weighted averages being approximately twice as
high as the macro averages indicates that frequent
subjects are handled more reasonably well and we
expect improvements when adding more training
data with more occurrences of all subject terms.

Surprisingly, mBERT outperforms English
BERT on the English-only data. This is possibly
due to a significant amount of non-English entities
such as people and locations present in historical
text. This is further emphasized by hmBERT, even
though the period of its training data predates the
period of interest. Finally, LaBSE achieves the
best results despite being domain-agnostic, likely
due to it being focused on encoding whole sen-
tences which can help identify more abstract sub-

http://www.europeana-newspapers.eu
https://labs.biblios.tech


1 ghetto living conditions
2 ghetto-related aid giving
3 sustenance provision
4 ghetto forced labor
5 camp forced labor
6 ghetto housing conditions
7 anti-Jewish roundups
8 beatings
9 Poland 1941 (June 21) - 1945 (May 7)

10 loved ones’ fates
11 Poland 1941 (June 21) - 1944 (July 21)
12 ghettoization
13 deportation awareness
14 German soldiers
15 ghetto selections

Table 3: The top 15 keywords predicted by LaBSE for
an English testimony excerpt published by DEGOB.

jects. This model is available on Hugging Face6

but requires the VHA ontology to disambiguate the
labels as it only predicts keyword IDs.

Finally, the fine-tuned model is manually eval-
uated on a testimony published by the Hungar-
ian National Committee for Attending Depor-
tees (DEGOB) in English7 and Hungarian8, the
latter one being the original text in a language not
present in our training data. Since the model can
only process input texts no longer than 512 tokens,
only the first 26 sentences are used. In this excerpt,
a Jewish survivor from Munkács, Hungary (today
Mukachevo, Ukraine) describes their ghetto experi-
ences in May 1944 before being deported by train
to Auschwitz, including beatings by German sol-
diers, forced labor for men, and the existence of a
soup kitchen in the ghetto. The top 15 predicted
keywords ranked by their likelihoods as predicted
by the model and limited to exhibit diversity, are
listed in Table 3 and Table 4 for the English and
Hungarian texts, respectively.

Clearly, only a few of the keywords extracted
from the English translation are wrong: There is
no mention of aid giving, the forced labor does not
happen in a camp, the fate of the parents is not men-
tioned, and Poland (more specifically: Auschwitz)
is only mentioned after the excerpt. The biggest
problem is not shown in the table: In practice, the
model would classify none of the keywords as true.

6https://huggingface.co/ChrisBridges/
labse-malach-multilabel

7http://degob.org/index.php?showjk=2
8http://degob.hu/index.php?showjk=2

1 ghetto-related aid giving
2 sustenance provision
3 ghetto forced labor
4 loved ones’ fates
5 beatings
6 ghetto living conditions
7 anti-Jewish measures
8 Poland 1939 (Sept 1) - 1945 (May 7)
9 anti-Jewish roundups

10 Hungary 1944
11 German soldiers
12 deportation awareness
13 ghettoization
14 shootings
15 Romania 1944

Table 4: The top 15 keywords predicted by LaBSE for
a Hungarian testimony excerpt published by DEGOB.

Their prediction scores range from 0.2 to 0.4 and
thus all lie below a standard threshold of 0.5. Evi-
dently, even a simple Transformer is able to learn
and identify these abstract concepts but requires
more training data to do so reliably.

Interestingly, even though only English data was
available during the fine-tuning, using a multilin-
gual pre-trained Transformer as its basis appears to
be sufficient to give the model multilingual capa-
bilities. While the order of the keywords extracted
from the Hungarian testimony is slightly different
and Romania 1944 has been incorrectly added to
the list, the keywords are generally similar and
Hungary 1944 and shootings have been addition-
ally identified as correct subject terms. This is
likely due to LaBSE having been trained on pairs
of equivalent sentences in different languages, and
cannot be generally assumed for the other three
models that achieved lower scores on the test data.

Furthermore, most of the ghetto-related key-
words which have the same parent "ghetto experi-
ences" which already describes the testimony well
and would have probably been predicted as a true
label by the model, had this annotation been used
instead of the less frequent and more fine-grained
labels. This also raises the question what granu-
larity is actually desired, and the answer to this
question depends on the user. In the end, a likely
erroneous prediction can often be resolved to a cor-
rect more general one: In the given hierarchy, there
is always a path from the best general keyword to
the best granular one. In addition to using more
training data, this concept can be used to devise

https://huggingface.co/ChrisBridges/labse-malach-multilabel
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more complex model architectures and hopefully
achieve better performance on data with a much
greater set of labels, as described in Section 3.

5 Conclusion

We presented one of the largest available anno-
tated Holocaust-related datasets, the Visual History
Archive, and showed that even a simple multi-label
classification model trained on little data can pro-
duce promising results despite achieving rather low
F1 score due to the rarity of many fine-grained la-
bels. There are different ways to address this issue:

• Using substantially more data

• Re-segmenting the data to align the segments
with the annotations semantically instead of
using uniform-length segments

• Using a more complex model that incorpo-
rates the hierarchical structure of the label
ontology in its predictions.

We will explore these options in the near future and
believe that we are on the right track to providing an
efficient semantic tagging tool for domain experts.

While we cannot publish the whole described
dataset due to licensing issues, we further plan to
prepare a representative subset for open research
and advance computational approaches in Holo-
caust research and similar domains related to the
digital humanities and digital cultural heritage.

Limitations

This study describes preliminary research results
based on a small amount of data and focuses on
future prospects. The summarized dataset cannot
be published in its entirety which means that the
exact results cannot be reproduced. However, the
presented semantic tagging model is openly avail-
able and representative datasets can be published
in the future to ensure as much reliability and re-
producibility as possible.
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