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Introduction



Text Style Transfer 
(TST)

● Change style of given input text

● Preserve style-independent content

● Style: 
○ demographic attributes 

(personality, gender)

○ sentiment

○ toxicity

○ politeness

○ …



Sentiment Transfer ● A sub-task of TST

● Positive to negative text & vice versa

● Keeps sentiment-independent content

● Example:

The food is yummy.  ➡  The food is tasteless.

● Uses: 
○ Marketing

○ Content Moderation

○ Communication improvement



Detoxification ● A sub-task of TST

● Converts toxic text to clean text

● Without changing the intent of the 

text as much as possible

● Example:

You're an idiot.  ➡  You made a mistake.

● Uses: 
○ Hate/Toxic Comment Removal

○ Offensive Language Mitigation

○ Adjusting Political Extremism 

Language



Our Work



● Systematic LLM evaluation on TST

● Sentiment transfer & text detoxification

● English, Hindi & Bengali

● Zero-shot, few-shot prompting & parameter-efficient fine-tuning 

● Automatic metrics, human evaluation & GPT-4-based evaluation

● Compare previous SOTA trained on dedicated datasets

● GPT-3.5 and some open LLMs show promising results but do not surpass previous SOTA

● Fine-tuning significantly improves open LLMs' performance (➡close to GPT-3.5 and SOTA)

● Dedicated datasets & tailored models still useful for TST

Overview



● Open LLMs & size variants

● + GPT-3.5 (gpt-3.5-turbo) via OpenAI API

LLMs



SOTA models ● Sentiment transfer: Mukherjee et al. (2024)*

○ finetuned mBART

○ Parallel = single-language parallel data

○ Joint = data in multiple languages

● Text detoxification: Mukherjee et al. (2023)†

○ finetuned mBART

○ Seq2seq + CLS_OP = multi-task w/text classif.

○ KT = knowledge transfer from sentiment

*https://aclanthology.org/2024.inlg-main.41 
†https://aclanthology.org/2023.icon-1.13 

https://aclanthology.org/2024.inlg-main.41
https://aclanthology.org/2023.icon-1.13


Datasets ● Sentiment
○ English, Hindi & Bengali 

○ average score of pos➡neg & neg➡pos

● Detoxification
○ English & Hindi

○ toxic ➡ clean

● All experiments – 1,000 examples:
○ 400 fine-tuning (if applicable)

○ 100 development

○ 500 testing



Evaluation ● Automatic metrics
○ sentiment / toxicity classifier

○ content preservation: 

BLEU & SBERT cosine similarity

● 50 sentiment outputs: GPT-4 & humans
○ 5-point Likert scales

○ style, content preservation, fluency



Automatic Evaluation Results



Sentiment Transfer: English

Style Transfer Accuracy Content Preservation



Sentiment Transfer: Hindi

Style Transfer Accuracy Content Preservation



Sentiment Transfer: Bengali

Content PreservationStyle Transfer Accuracy



Detoxification: English

Style Transfer Accuracy Content Preservation



Detoxification: Hindi

Content PreservationStyle Transfer Accuracy



Methodology Averages: Sentiment Transfer



Methodology Averages: Detoxification



Trade-offs: Sentiment Transfer



Trade-offs: Detoxification



Automatic Evaluation



GPT-4-based Evaluation Results



Sentiment Transfer: English

Content PreservationStyle Transfer Accuracy Fluency



Sentiment Transfer: Hindi

Content PreservationStyle Transfer Accuracy Fluency



Sentiment Transfer: Bengali

Style Transfer Accuracy Content Preservation Fluency



Detoxification: English

Style Transfer Accuracy Content Preservation Fluency



Detoxification: Hindi

FluencyContent PreservationStyle Transfer Accuracy



Human Evaluation Results



Sentiment Transfer: English

Style Transfer Accuracy Content Preservation Fluency



Sentiment Transfer: Hindi

Style Transfer Accuracy Content Preservation Fluency



GPT-4-based Evaluation

Human Evaluation



Correlations: GPT-4-based and Human Evaluations



Sample Outputs



Sample Outputs: Sentiment Transfer



Sample Outputs: Detoxification



Conclusion
● Key findings:

○ Promising in English but limited multilingual capabilities

○ Fine-tuning ➡ significant improvements, aligning with SOTA

● Emphasized the importance of:
○ Tailored datasets

○ Targeted models, including smaller ones

● Future plans:
○ Expand to more styles and languages.

○ Explore alternative fine-tuning methods

○ Investigate advanced prompting techniques
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