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We turn faithful CNN neuron attribution results
into plausible easy-to-read text using GPT-4

How it works?
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Is it plausible? Is it faithful?
e 300 images from ImageNet dataset, ResNet classifier e Covering areas mentioned in FLEX's explanation changes the
e 10 human evaluators: 5 xAl experts and 5 non-experts original prediction in 88% of cases.
e Compared systems: . e Covering produces significantly different explanations
o SAT - baseline image captioning method (90% different selected neurons)
o NLX-GPT - baseline explainable visual QA method e Humans using FLEX were able to change 66% of predictions by
o FLEX - our method with neuron attribution + GPT-4 masking only 5 neurons
e Explanations are sensitive to noise (BLEU/METEOR 1)
Evaluated aspect SAT NLX-GPT FLEX (ours) e Final LLM step rarely introduces hallucinations (8%).
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