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Data-to-text NLG

 data-to-text NLG = verbalizing structured outputs
* e.g. RDF triples (=2 entities & relation), tables, dialogue acts ... > text

Turin

Abarth 1000 GT Coupé |design company | Gruppo Bertone

Gruppo Bertone |foundation place | Turin

foundation place GruppO BertOne | Country | Italy
Abarth 1000 GT Coupé

design company

‘Gruppo Bertone
eountry

Italy
Team Win | Loss | Pis

* main usage:
Mavericks 31 4] 86

* reports basedondata —F T o
(weather, sports...)
Player AS | RB | PT

* dialogue systems i a1 | |
(Siri/Google/Alexa...)

[,

— 1 NLG —*

« The Toronto Rapfors, which were leading
af halftime by 10 points {54-44), defeated
the Dallas Mavericks by 8 points (94-86).

= Patrick Paflerson provided 14 points
on 5/6 shooting, 5 rebounds, 3 defensive
rebounds, 2 offensive rebounds and T assist,

(Kasner et al., 2021) https://aclanthology.org/2021.inlg-1.25

Data-to-text NLG with LMs

Gruppo Bertone, of Turin Italy,
designed the Abarth 1000 GT Coupe.

Give me the weather in Prague for 22
March

Here's the forecast for Tuesday, the
22nd.

|, sumy High 64°

O 64°F Low 31°

7 “ Prague, Czechia
I March 22

b Bing See more

Cortana


https://aclanthology.org/2021.inlg-1.25

NLG Approaches

* hand-written prompts (“canned text”)

* trivial - hard-coded, doesn’t scale (good for IVR/DTMF phone systems) -
» templates (“fill in blanks”)
* simple, but much more expressive

* can scale if done right, still laborious

* most commercial systems today! [name] is a [eat_type] in the [area] area.

name = Blue Spice
eat_type = pub w

area =riverside

Blue Spice jsa pub in the riverside area.

 grammars & rules

» experimental, pipelines, more expressive but more laborious
* machine learning (neural LMs > ) v

\
Data-to-text NLG with LMs



* 1step, end-to-end
* feed input data (linearized)
* generates text autoregressively: word-by-word, left-to-right

* Transformer neural architecture
« encoder (takes input) - decoder (produces output)
« alt.: decoder-only (both input & output)

* Trained fully from input-output pairs
* Needs a lot of training data (~10k range, 10x more than before)

* Much more fluent outputs

* Opaque & has no guarantees on accuracy
 used essentially as a black box, internals unknown



N e u ra l N L G : T ra n Sfo rm e r M Od e ls (Vaswani et al., 2017) http://arxiv.org/abs/1706.03762

1) encoder: encode linearized data 2) decoder: decode text word-by-word

probability distribution

feed-forward network, ReLU activations over the whole vocabulary

attention over all of input
(=weighted combination)

source embeddings target (word) embeddings

0 <pad> [03-0.154 . * E 0 <pad>
1 inform [12-08-02.. ! 1 <start>
2 request [063319 ... ! 2 <stop>
3 food B ! 3 the
4 area "@ | 4 restaurant]
5 price \ 5 area
6 [name] o : 6 is
"\\ :
N\ % | 10 which
N 2 : L 0
X request ! <start> > which
- starting symbol
positional encoding E attention over all of input
(indicate position in sentence) vocabularyis numbered ' feed output to next step &output generated so far (self-attention)

(autoregressive)


http://arxiv.org/abs/1706.03762

Neural NLG: Training

* Trained to produce sentences from data
* replicate exact word at each position (given gold context)

* Supervised learning
* initialize model with random parameters
* classification: didn’t hit the right word > incur loss, update parameters

Blue Spice | price | expensive — NLG —— Blue Spice is expensive
cheap
referenc;e: | | pricey
Blue Spice is expensive in the expensive price range

* Very low level, no concept of sentence / text / aim

Data-to-text NLG with LMs




Neural NLG: Pretraining + Finetuning

1. Pretrain a model on huge data
(self-supervised, language-based tasks)
* text-to-text (~ editing)
* autoencoding & denoising

2. Fine-tune for your own task
on your smaller data (supervised)
* same as (1), but much better starting point

(AC. E.) (DE.ABC.) (C.DE.AB)

Token Masking  Sentence Permutation Document Rotation

0
(A.c.E. ) (aBc.DE.) <O (A_.D_E.)

Token Deletion Text Infilling

(Lewis et al., 2020)
https://www.aclweb.org/anthology/2020.acl-main.703

* Models free for download (https://huggingface.co/)

 BERT/ROBERTa, GPT-2, BART, T5...

* 100k-1B parameters - runs easily on regular GPUs

Data-to-text NLG with LMs



https://huggingface.co/
https://www.aclweb.org/anthology/2020.acl-main.703

End-to-end NLG with a Pretrained LM

Arrabiata sauce | country | Italy »Italy | capital | Rome

* Use a pretrained LM

* e.g. (m)BART (GPT-2, T5... ~ 100M-1B params) \
ata

* Linearize data linearized
. RDF triples
e concatenate, tokenize data *
* Finetune LM
* direct data-text mapping: black box end-to-end

model (LM)

* needs domain-specific data
» scarce (~10k max)
* noisy (crowdsourced)

* NO guarantees on accuracy

text

Arrabiata sauce is found in Italy where
capital city is Rome.

Data-to-text NLG with LMs




Accuracy in NLG

* NLG semantic accuracy (fidelity) = input-output correspondence

* Basic error types:

* hallucination =output not grounded in input

 conflicting with input / unrelated to it

* omission = input not verbalized

omitted

|

Blue Spice | eat_type | pub
Blue Spice | area | riverside

Data-to-text NLG with LMs

— NLG

>

You can bring your kids to Blue Spice in the riverside area.

1

hallucinated
(not grounded)

(Dusek & Kasner, 2020) https://aclanthology.org/2020.inlg-1.19/



https://aclanthology.org/2020.inlg-1.19/

NLG with a pretrained LM: Results

Good

* Generally fluent and accurate
* Robust on input perturbations
* Can be multilingual

Bad

* Fails to generalize
» factual or grammar errors
« specifically on unseen relations

* Hallucinations
* connects unrelated data

Data-to-text NLG with LMs

in:

out:

(Kasner & Dusek, 2020)
https://aclanthology.org/2020.webnlg-1.20/

Bakewell tart | ingredient | Frangipane

®paHXKMNaH - OAMH U3 MHIpeaMeHToB TapTa bekeenn.
(=Frangipane is one of the ingredients of the Bakewell tart.)

in: Ciudad_Ayala | populationMetro | 1777539
out: Thé population metro of Ciudad Ayala is 1777539.
not seen in training data
Nurhan Atasoy | birth date | 1934-01-01 »

Nurhan Atasoy | residence | Istanbul »
Nurhan Atasoy | nationality | Turkish people

Nurhan Atasoy was born on January 1, 19341n Istanbuland is a
Turkish national.

residence, not birthplace!

10


https://aclanthology.org/2020.webnlg-1.20/

Large language models (LLMs): Pretrain & prompt

e 10-100B para meters GPT3.5 data-to-text
* harder to run in-house (OPT, BLOOM, LlaMa)
or not free (G PT-3, ChatG PT, LaMDa) Write a short description based on data.
. Example: Input data: name = Cocum, eatType = coffee
*ad rCh |teCtU re mOStly the Same shop, food = English, priceRange = high, customer rating =

average, familyFriendly = yes

¢ prompting: context / exam p leS / q UeStiO N Output description: An English coffee shop nhamed Cocum,
though child-friendly, has only an average rating given its
- rep ly high prices.
° typlcally no need to ﬁnetune Input data: eatType = pub, food = Indian, priceRange =

e finetu ning- expensive less effect cheap, name = Cotton, near = Portland Arms
Output description: Cotton is a cheap Indian pub located
* hard to control T e

https://platform.openai.com/playground/

https://jlibovicky.github.io/2023/02/20/Question-and-Answers-about-ChatGPT-and-LLMs.html 11
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https://platform.openai.com/playground/
https://jlibovicky.github.io/2023/02/20/Question-and-Answers-about-ChatGPT-and-LLMs.html

(Ouyang et al., 2022) http://arxiv.org/abs/2203.02155

I n St ru Cti o n T u n i n g & R L H F https://openai.com/blog/chatgpt/, https://www.youtube.com/watch?v=0A8ljAkdFtg

https://crfm.stanford.edu/2023/03/13/alpaca.html, https://open-assistant.io/

* InstructGPT/ChatGPT, Alpaca, OpenAssistant
* Multi-step training (start from a LLM)
1) finetuning

Collect demonstration data Collect comparison data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using
 standard, but better data reinforcement learning.
(19 M b
(“in-domain”) Aprompis Apromptand A new promt -
sampled from our i several model Enplain v maon is sampled from Virite & story
. prompt dataset. Kacling 10,8 5 yoar ok outputs are landling ta & & year oid the dataset, shouit frog
2) evaluation/ranker model + somoid. o o | +
A I{!h‘EIEI’ S— o The pollcv e
M t
) lOtS Of ra n kl n gs demanstrates the @ H\.«Eu.l r.q gil‘;i?pji %
desired output - S —
1 bEha ID- ome ﬂ AN ‘; +
» used to train RL reward model er Er A labele ranks

I the outputs from @ Dviee Lpan & time

3) R L With rewa rd m Od el This datais used SIT pestomort ©-0-0-0 The reward model nt

ta fine-tune GPT-3
ith isad . calculates a
o T.rl ﬁuparwsa | | * raward for
* better replies, p R :

EEE tutraE;unrdal. < 7 The reward is '
can be made safer ,,,ffiia g
e more efficient (1.3B InstructGPT > 175B GPT3)

using PPO.
Data-to-text NLG with LMs 12


http://arxiv.org/abs/2203.02155
https://openai.com/blog/chatgpt/
https://www.youtube.com/watch?v=0A8ljAkdFtg
https://crfm.stanford.edu/2023/03/13/alpaca.html
https://open-assistant.io/

ChatGPT Example

* Impressive text editing & composition skills

* Hallucinates a lot (only using input / memorized info)
* trained to be convincing, not truthful

E‘ Who is Ondfej Dusek?
14, depending how you count

Ondrej Dusek is a researcher and Academic in the field of natural language processing (NLP).
He is currently an Assistant Prgfessor at the Faculty of Mathematics and Physics, Charles

University, Prague, Czech Republic.
no other tasks than

on developing computational models and algorithms fo ral generation & dialogue

language generatiory/dialogue systems, and machine learning approaches for NLP tasks. He

Dusek's research focus

has published several research papers in top-tier NLP conferences and journals, and he has
AN

also served as a reviewer and program committee member for these conferences.

In addition to his research, Dusek is also actively involved in teaching and mentoring
students in the field of NLP. He has supervised several Master's and PhD theses, ¢rcHhe—— NO PhD graduate yet
MAAAAAAAN

teaches courses on topics such as computational linguistics, NLP, and machine learning.
MAAAAAAAAAAAAAAAAAAAAAAANAAAAAAAAAAAAN/

| only teach dialogue systems

Data-to-text NLG with LMs

9

Compose a limerick on how to exit Vim.

There once was a programmer in Vim
Whose exit strategy was looking grim

They tried to escape

But couldn't find the right shape

Until they remembered to type ":g!" and win!

Nice, now try it while speaking like a pirate

Arrr, listen ye mateys to me tale,

Of a sailor who be stuck in Vim's jail,
He couldn’t leave the text editor,

No matter how he did endeavour,

But then he remembered ":q!" and set sail!

13



Text-to-Text: LMs for Editing Only o8 iacanthology rg/2022.2cklong 271

* Represent input data by templates ot
* handcrafted, but not so many needed (1 per input relation) simple sentences
* entities inserted verbatim, don’t need to be fluent o
ordering
* 3 neural LMs to fuse & rephrase: model

I |
~

* All text-to-text steps (=editing only, making text more fluent)
1) order (put related stuff together)

aggregation

2) aggregate (into sentences) model

+

3) compress (produce shorter sentences)

* Less space for semantic errors paragraph
. compression
* Use LMs for what they’re pretrained for & good at - fluency model

* Can use large general-domain data

* Works zero-shot - needs no in-domain data (just the templates)

text
Data-to-text NLG with LMs 14



https://aclanthology.org/2022.acl-long.271/

Text-to-Text LM Editing Pipeline

1) Templates

2) Ordering
* BART LM with a pointer network

3) Aggregation

* ROBERTa LM + classif. same/new sent.

4) Paragraph compression
* BART LM - generation

* WikiFluent: synthetic training data

William Anders William Anders William Anders
birthPlace wasACrewMemberOf birthDate
British Hong Kong Apollo 8 1933-10-17
v v v
William Anders was born William Anders was a crew William Anders was
in British Hong Kong. member of Apollo 8. born on 1933-10-17.
a b c
|_ ordering  f-————--"-"—"—""—————————————— — —
C a b
|_ aggregation @ p———H—H—————————————————————
- <sep

|' paragraph compression

William Anders was born on 1933-10-17 in British
Hong Kong. He was a crew member of Apollo 8.

—»

* 1M instances, domain-general (Wikipedia)

* human-written targets

* synthetic sources resembling templates

Data-to-text NLG with LMs

15



,§6Q<§§b €§>
Results RN &
I ${§, H(JO
[ ! |
 Better than previous neural or 1-step
. . f Older neural systems ~ 45.13 0.237 0.202
°
Stl “ q u Ite lu € nt Templates 37.18 0.000 0.000
e St [[ not 100% correct Templates + 1-step 39.08 0.071 0.204
Templates + 3-step 42.92 0.051 0.148
input: Allen Forrest | background | solo singer » Allen Forrest | genre | pop music » Allen Forrest | birthplace | Dothan, Alabama
templates: Allen Forrest is a solo singer. Allen Forrest performs Pop music. Allen Forrest was born in Dothan, Alabama.
output: Allen Forrest is a solo singer who performs Pop music. He was born in Dothan, Alabama.
input: Juan Perdn | party | Labour Party (Argentina) » Alberto Teisaire | inOfficeWhilePresident | Juan Perdn » Alberto Teisaire |

nationality | Argentina » Argentina | language | Spanish language
templates: Juan Perdn belongs to the Labour Party Argentina. Alberto Teisaire was in office while Juan Perdon was a president. Alberto Teisaire is from
Argentina. Spanish language is spoken in Argentina.

output: Alberto Teisaire is from Argentinwas in office while Juan Perdn was a presiden @- elongs to the Labour Party Argentina. Spanish

language is spoken in Argentina. disfluent bad pronoun coreference

input: Alfa Romeo 164 | relatedMeanOfTransportation | Fiat Croma » Alfa Romeo 164 | assembly | Italy » Italy | capital | Rome
templates: Alfa Romeo 164 is related to Fiat Croma. Alfa Romeo 164 was assembled in Italy. Italy’s capital is Rome.

output: Alfa Romeo 164 was@ssembled in Italy’s capital; Rome. It is related to Fiat Croma.
mixing unrelated facts

16




(Kasner et al., 2023)

Describing relations with LMs  ioimniorgabseooonss:

* Removing the data » template step in the pipeline
* i.e. LM to verbalize single triples

possible verbalization

* 20 100% neural, zero-shot relation
. ispartof
* Text-to-text easier than data-to-text duration

* expressing relations difficult \ .........
* How good are LMS at thiS? \ country

* Rel2Text: datasettotestthis ~ ~~

ChEMBL

Xispartof Y.

X is available on Y.
Xrunson Y.

X was bommin Y.
X is located in Y.

X 1s the parent of Y.
Y is the parent of X.

X has an id Y in the ChEMBL database.

* current sets are not diverse enough
« 1.5k relations / 4k examples from Wikidata/YAGO/DBPedia
e crowdsourced + manual checks

* It’s hard for people too
e our checks removed ~45% data

Data-to-text NLG with LMs
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https://arxiv.org/abs/2210.07373

Evaluating LMs on Rel2Text

* On unseen relations only

* Finetuning BART

e Rel2Text works well
* WebNLG also OK (esp. on correctness)

* Prompting ChatGPT

* requires carefully crafted prompts
* chattier outputs (~less control)

* Error analysis
* Unclear relation labels lead to semantic errors
* Still some “unprovoked” semantic errors

* BART + Rel2Text & ChatGPT produce nicer, less literal verbalizations

Data-to-text NLG with LMs

Human

Copy baseline
BART/WebNLG
BART/Rel2Text
ChatGPT

29.04
41.99
52.54
38.23

91.21
89.39
91.85
88.58

5.88
7.55
5.65
5.89
5.68

18



* Editing Pipeline > End-to-end
* Can be fully neural
* BART/Rel2Text as good as templates
* Prompting LLMs ~ similar performance

* GPT3 “templates” by Xiang et al.
» Clear inputs are essential

* even humans confused without them
* often need more detail

* Still >0% hallucinations for any method
* detailed semantics + alighments needed
* work in progress

Older neural systems
Templates

Templates + 3-step
BART/Rel2Text + 3-step
GPT3 + 1-step (Xiang et al.)

N o
o S

& &

QQ/ -

.0 1

[
45.13 0.237 0.202
37.18 0.000 0.000
42.92 0.051 0.148
44.63 0.058 0.166
43.33

(Xiang et al., 2022) http://arxiv.org/abs/2210.04325



http://arxiv.org/abs/2210.04325

Thanks
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